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Abstract
We investigate the dynamics of two Bose–Einstein condensates (BECs) tunnel
coupled by a double-well potential. In the case of attractive interatomic
interaction, the effects of the three-body recombination losses and the feeding
of the condensates from the thermal cloud are studied by using a two-mode
approximation. It is shown that the stability region of the parameter space could
be enlarged by increasing the three-body losses or the tunnelling coefficient.
The numerical results also reveal some interesting motion characteristics of the
BECs for different s-wave scattering lengths, including macroscopic quantum
self-trapping of non-stationary state BECs, and periodic oscillation of the
population whose phase orbit tends to a stable limit cycle.

PACS numbers: 03.75.Lm, 32.80.Pj, 05.45.Ac, 05.30.Jp

1. Introduction

When Bose–Einstein condensation occurs in an atomic gas with attractive interaction [1–3],
a metastable BEC is observed, where an upper critical number Nc of the ground state
atoms exists [2]. Once the atomic number in the condensate exceeds the critical value,
the atomic density becomes so high that the three-body recombination losses dominate over
the attractive interaction, and the condensed atoms undergo a collapse that leads to a decrease
of their number. As the number is reduced to a value that is less than Nc, the collapse is
stopped and the condensate starts to grow, through feeding by the particle flux from the above-
condensate cloud. Thus, the collapse and growth alternately occur such that the number
of condensed atoms alternately varies. In the process of collapse and growth, three-body
recombination plays an important role. The phenomenon of collapse and growth circulation
has been verified by analysing the Gross–Pitaevskii equation (GPE) [2, 4, 5]. Numerical
calculations performed by Filho et al show that the chaotic behaviour appears by changing
the feeding parameter to enter the chaotic region [6]. By suddenly changing the atomic
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interaction or the trapped potential, Muruganadan et al found that the BEC system tends to a
long-term chaotic oscillation [7, 8]. The variation approach can also be used to estimate the
stability region around the loss term and the feeding term [9]. The results in [2–7] are mainly
based on numerical methods to study the collapse and growth of a single BEC in a harmonic
potential. In this paper, however, we will combine analytical work with the numerical method
to investigate the new effects of three-body recombination to a tunnel-coupled BEC pair [10]
in a double-well potential. Very recently, the macroscopic quantum self-trapped phenomenon
has been experimentally observed in a double well [11], which provides laboratory support
for the theory for the two-mode approximation.

It is well known that inelastic collisions result in the loss of condensed atoms, including
dipolar relaxation and three-body recombination. In this paper, we consider three-body
recombination only and ignore dipolar relaxation. Three-body losses occur when three atoms
scatter to form a molecular bound state and a third atom. The high kinetic energy of the final-
state particles allows them to escape from the double-well potential [12]. It is of importance that
three-body recombination only leads to the loss of atoms and does not break the coherence
between the particles, which is retained by the trapped potential. Hence, the GPE must
contain an imaginary three-body term to describe the recombination losses. By adjusting
the value of the s-wave scatter length a, both the two-body interaction and the three-body
recombination rates will be affected. Therefore, they cannot be controlled independently
through the parameter a. However, given that the two-body interaction is proportional to
a, while the three-body recombination rate grows as a4 [12, 13], it is not hard to see that
the relative change of the three-body recombination rates is larger than that of the two-body
interaction for the same update of a. Consequently, for a fixed feeding term, the transition
from the stationary state to the periodic oscillation state can be realized by decreasing a, as we
show in this paper. The numerical plots of the phase orbits and time evolutions of the relative
population show many interesting properties such as macroscopic quantum self-trapped and
periodic motion with phase orbit being a limit cycle, which are associated with different values
of the s-wave scattering length a by the Feshbach resonance.

This paper is organized as follows. After the introduction, we develop the two-mode
approximation for the modified GPE including the imaginary interaction terms and derive
three basic equations describing the BECs in a symmetric trap. Section 3 presents a stability
analysis of the stationary solution, showing the dependence of stability on the three-body
recombination and atomic feeding. In section 4, we study the motion characteristics of the
BEC system by drawing the phase orbits numerically for the s-wave scattering lengths. Finally,
we summarize and conclude our paper in section 5.

2. The two-mode approximation

The relation between the three-body recombination losses and the condensate density
n(�r, t) = |�|2 has been described as [2] ṅ(�r, t) = −αrn

3(�r, t), where αr = C(h̄/m)a4

is the recombination rate constant with m being the atomic mass and C being a constant, which
can be adjusted in a large region [12, 13]. This could contribute an imaginary interaction term
proportional to |�|4� into the GPE. Therefore, two tunnel-coupled BECs in a double-well
potential with the recombination losses and the atomic feeding are governed by the modified
GPE [2, 6, 7, 14],

ih̄∂t�(�r, t) =
[
− h̄2

2m
∇2 + Vext(�r, t) − g|�(�r, t)|2 − iξ ′|�(�r, t)|4 + iγ

]
�(�r, t). (1)
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We will study the attractive atoms 85Rb, where a is negative and g = 4πh̄2|a|/m. The
parameters ξ ′ = αrh̄/2 and γ represent the strengths of the recombination losses in the
condensates and the feeding by the particle flux from the nonequilibrium thermal cloud. They
are two small positive constants in a practical situation. We consider the cigar-shaped potential
Vext(�r, t) with a harmonic confinement in the transverse dimensions and a double-well potential
in the longitudinal dimension, which includes a harmonic term [14]. When the radial frequency
ωr is large enough, we can approximate the transverse wavefunction as the harmonic-oscillator
ground state [15] such that equation (1) becomes the quasi-one-dimensional GPE [16].

i∂τ �̃(x, τ ) = [−∇2 + Vext(x, τ ) − A|�̃(x, τ )|2 − iξ |�̃(x, τ )|4 + iγ ]�̃(x, τ ). (2)

Here, the axial coordinate x is expressed in units of lx and the dimensionless time τ = ωxt ,
where lx denotes the harmonic-oscillator length, lx = √

h̄/(mωx), and ωx is the harmonic
frequency of the double well. The function �̃ = �/ñ1/2 is the normalized wavefunction and
ñ = (4|as |ωr/(lxωx))

−1. The parameters ωx, ωr and |as | are in order of 102 s−1, 103 s−1 and
10−9 m, respectively. The new three-body parameter reads ξ = CA4|as |2

/(
48π2l2

x

)
and the

constant C = 1000 will be used, as in Borca’s work [13]. The dimensionless s-wave scattering
length is rewritten as A = a/as with as being a fixed parameter.

To investigate the dynamics of BECs in the double-well potential, we look for the solution
of equation (2) in the form of the two-mode approximation [17–23],

�̃(x, τ ) = ψ1(τ )
1(x) + ψ2(τ )
2(x). (3)

Only when the two BECs are weakly coupled, the two-mode approximation could be a
good approximation. The weak couple means that the spatial distribution functions 
1(x)

and 
2(x) are localized in each well with a very weak overlap such that they satisfy the
orthonormalization relation∫


∗
i (x)
j (x) dx = δij , for i, j = 1, 2. (4)

This requires a higher barrier between the two wells and a smaller number of atoms in each
well. Therefore, for a given double-well potential with the higher barrier the two-mode
approximation can be safely used when the number of condensed atoms is less than the critical
value Nc. In general, as a simple variational estimate, the spatial wavefunctions 
i(x) are
assumed as a Gaussian profile 
(x) that obeys 
i(x) = 
(x − xi) with x = xi being the
centre of the ith wavepacket [24] which is determined by dVext/dx = 0. The width and
normalization constant of the Gaussian waves 
(x − xi) depend on the value d2Vext/dx2|x=xi

.
Substituting equation (3) into equation (2) and using equation (4), after some integrations we
obtain a pair of nonlinear equations

i∂τψ1 = (E1 − U1|ψ1|2)ψ1 − Kψ2 + i(γ − U ′
1|ψ1|4)ψ1, (5)

i∂τψ2 = (E2 − U2|ψ2|2)ψ2 − Kψ1 + i(γ − U ′
2|ψ2|4)ψ2, (6)

where Ei,Ui,K and U ′
i for i = 1, 2 express the overlap integrations

Ei =
∫

[|∇
i |2 + |
i |2Vext] dx, (7)

Ui = A

∫
|
i |4 dx, (8)

K = −
∫

[|∇
1 · ∇
2| + 
1Vext
2] dx, (9)

U ′
i = ξ

∫
|
i |6 dx. (10)
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Therefore, these are some constants when the trapped potential Vext depends only on the spatial
coordinates. Given the double-well potential, we can construct the Gaussian waves 
i(x) and
calculate the constants Ei,Ui,K and U ′

i . Here, E1 and E2 represent the zero-point energies
for each condensate; U1 and U2 are proportional to the mean-field interaction between atoms;
K describes the tunnelling dynamics of the two condensates; and U ′

1 and U ′
2 are the three-body

recombination interaction energies, which are proportional to ξ .
We set ψi(τ ) = √

Ni(τ) exp[iθi(τ )] for i = 1, 2 so that the time dependence of the
wavefunction �̃(x, τ ) is contained in N1,2 and θ1,2, where Ni(τ) is the number of particles in
the ith trap and is expressed in units of (4asωr/(lxωx))

−1 and θi(τ ) is the phase of state ψi .
The normalization condition reads N1 + N2 = N , where N is the total number of atoms of the
two condensates with the same unit as Ni . We then make the function transformations [19]

u = ψ∗
2 ψ1 + ψ2ψ

∗
1 , v = −i(ψ2ψ

∗
1 − ψ∗

2 ψ1),

η = ψ∗
2 ψ2 − ψ∗

1 ψ1, N = ψ∗
2 ψ2 + ψ∗

1 ψ1,
(11)

where u and v characterize the coherence of the condensates, η is the relative population
between two condensates and N is the time-dependent number of atoms, which satisfy
u2 + v2 + η2 = N2. Inserting equation (11) into equations (5) and (6) yields the group
of equations

du

dτ
= v(�E − αN − βη) + u

(
2γ − β ′ N

2 + η2

2
− α′Nη

)
, (12)

dv

dτ
= −2Kη − u(�E − αN − βη) + v

(
2γ − β ′ N

2 + η2

2
− α′Nη

)
, (13)

dη

dτ
= 2Kv + 2γ η − α′N

N2 + 3η2

2
− β ′η

3N2 + η2

2
, (14)

dN

dτ
= 2γN − α′η

3N2 + η2

2
− β ′N

N2 + 3η2

2
. (15)

Here, we have defined the dimensionless parameters by �E = E2−E1, α = (U2−U1)/2, α′ =
(U ′

2 − U ′
1)/2, β = (U2 + U1)/2 and β ′ = (U ′

2 + U ′
1)/2.

For simplicity, we only consider the case of symmetric potential. In this case, we have
U1 = U2 = U = β,U ′

1 = U ′
2 = U ′ = β ′,�E = E2 − E1 = 0 and α = α′ = 0. By

introducing the relative phase φ = θ1 − θ2, equations (12)–(15) can be rewritten as

dN

dτ
= 2γN − U ′N

N2 + 3η2

2
, (16)

dη

dτ
= −2K

√
N2 − η2 sin φ + 2γ η − U ′η

3N2 + η2

2
, (17)

dφ

dτ
= −Uη + 2K

η√
N2 − η2

cos φ. (18)

When γ and U ′ equate to zero, equations (16)–(18) are consistent with those obtained by
Smerzi et al [17]. In their case, N is a constant. However, because of the three-body
recombination losses and the atomic feeding from the above-condensate cloud, N is time-
dependent in our case. Due to the two imaginary interaction terms, there are many new
characteristics in the system. In the underlying sections, we will investigate some of the
characteristics, through the adjustments of the three-body losses by changing the s-wave
scattering length.
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3. Stability analysis of the stationary solutions

In this section, we study the stability of the stationary solutions. When the left-hand sides of
equations (16)–(18) are equal to zero, we can obtain multiple nonzero stationary solutions.
Obviously, for η = 0, there are many groups of solutions: N0 = 2

√
γ /U ′, η0 = 0 and φ0 = kπ

for k = 0,±1,±2, . . . . For η �= 0, from equations (16)–(18) with Ṅ = 0, η̇ = 0, φ̇ = 0 we
arrive at the equation of η,

U ′2η6 + (U 2 − 2γU ′)η4 +

(
γ 2 − 2U 2γ

U ′ + K2

)
η2 +

U 2γ 2

U ′2 − K2γ

U ′ = 0. (19)

We know that there are at most six real solutions for this equation. The nonzero constant η

corresponds to a macroscopic quantum self-trapping of the stationary state [25, 26]. Once
η is solved, we can compute N and φ as N = (4γ /U ′ − 3η2)1/2, φ = arcsin[(U ′η3 −
γ η)/(K

√
γ /U ′ − η2)], respectively. By setting the coefficient of η4 equal to zero and y = η2,

we simplify equation (19) as

y3 + py + q = 0, (20)

where p = (K2 −3γ 2)/U ′2 and q = (2γ 3 −K2γ )/U ′3. Hence, from the well-known Cardan
formula we can solve the equation, yielding

y1 = 3
√

−q/2 +
√

(q/2)2 + (p/3)3 +
3
√

−q/2 −
√

(q/2)2 + (p/3)3,

y2 = σ
3
√

−q/2 +
√

(q/2)2 + (p/3)3 + σ 2 3
√

−q/2 −
√

(q/2)2 + (p/3)3,

y3 = σ 2 3
√

−q/2 +
√

(q/2)2 + (p/3)3 + σ
3
√

−q/2 −
√

(q/2)2 + (p/3)3,

where σ = −1/2 + i
√

3/2. The positive real solutions of y lead to the corresponding real
solutions of η. Note that the parameters U, γ and U ′ are positive. By analysing the solutions
of equation (20), we find that for K2 � 2γ 2 there is at most one positive real solution

y = 1

U ′
3

√√√√
(K2γ − 2γ 3) +

√
K4

(
K2

27
− γ 2

12

)
+

1

U ′
3

√√√√
(K2γ − 2γ 3) −

√
K4

(
K2

27
− γ 2

12

)
.

(21)

So η has at most two nonzero real solutions, η = ±√
y.

For simplicity, we take the case η = 0 as an example, where the stationary solutions are
either in phase (φ = 0) or out phase (φ = π). We shall mainly discuss the stability of the
stationary solution N0 = 2

√
γ /U ′, η0 = 0, φ0 = 0. Let N ′, η′ and φ′ be the perturbation

corrections to the stationary solutions so that N = N0 +N ′, η = η0 +η′, φ = φ0 +φ′. Inserting
them into equations (16)–(18) produces linearized equations of the matrix form

d

dτ


N ′

η′

φ′


 =




−4γ 0 0

0 −4γ −4K
√

γ

U ′

0 −U + K
√

U ′
γ

0





N ′

η′

φ′


 , (22)

whose solutions describe the Lyapunov stability of the system [27, 28]. The eigenvalues of
the coefficient matrix are λ1 = −4γ, λ2,3 = −2γ ±2

√
γ 2 − (K2 − KU

√
γ /U ′). Obviously,

when K2 − KU
√

γ /U ′ > 0, all the eigenvalues, λi for i = 1, 2, 3, are negative such that
the stationary solution is asymptotically stable [29–31]. For K2 − KU

√
γ /U ′ < 0, there

is at least a positive eigenvalue, indicating the instability of the stationary solution. For
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Figure 1. The stability region of the stationary solution in the (U ′, γ ) plane. The critical
lines are given from the equation K2 − KU

√
γ /U ′ = 0 for U = 1, K = 2.1 (solid line) and

U = 1, K = 1.15 (dashed line).

K2 − KU
√

γ /U ′ = 0, one eigenvalue equates to zero and the others are negative. This is a
critical situation for stability.

In figure 1, we plot the critical lines U ′ versus γ from K2 − KU
√

γ /U ′ = 0 for U = 1,
where the solid line is associated with K = 2.1 and the dashed line with K = 1.15, respectively.
In this case, the stationary solution N0 = 2

√
γ /U ′, η0 = 0, φ0 = 0 is stable so long as the

parameters obey U ′ > γ/K2. Thus, there are different stability regions corresponding to the
different values of parameter K. When K = 1.15, the stationary solution is stable in region I,
but is unstable in regions II and III. For K = 2.1, the region II above the solid critical line
becomes the stability one, so the stability region is increased to I and II and the instability region
is decreased to III. Therefore, the stability region of the system is enlarged as the increase
of tunnelling parameter K. In the experiment, we can increase the tunnelling coefficient K by
decreasing the height of the trapped potential so that the stability region can be modified in
this way. This figure also shows that after increasing U ′ or decreasing γ the initially unstable
system could enter the stable state for a fixed K value.

In the same way, we can obtain the stability region of the stationary solution in the (U,K)

parameter plane. So we can also find that the stability region will diminish with decrease of
the three-body losses. Thus, we can change the stability region by modifying the three-body
loss term. In the experiment, the three-body loss parameter can be adjusted by using some
mechanisms such as the Feshbach resonance for controlling the instability.

For the π -phase stationary solution N0 = 2
√

γ /U ′, η = 0, φ = π , we can obtain
the stability regions in the same way. We find the system is stable when the inequality
K2 +KU

√
γ /U ′ > 0 holds. The similar stationary state results will not be discussed here and

the non-stationary features of the system will be illustrated numerically in the next section.

4. Numerical illustrations of the recombination effects

Using the two-mode approximation, we have obtained the time-dependent equations (16)–(18)
when the trapped potential is symmetric. Although the equations seem to be simple, their
analytic solutions [32] cannot been given due to the imaginary three-body loss and feeding
terms. Therefore, in this section we shall use the software package ‘Mathematica’ [33] to
perform numerical computations for illustrating the effects of the two imaginary interaction
terms on the condensates in the symmetric double-well potential.

Firstly, we study the time evolutions of the relative population η. We know that the
atoms 85Rb with a = −400a0 were considered in [29], where a0 is the Bohr radius. In our
paper, we take as = −100a0 and adjust the s-wave scattering length a = Aas by changing
the value of A. Fixing the frequencies ωx = 2π × 16.3 Hz and ωr ≈ 2π × 160 Hz,
and employing the double-well potential Vext(x) = x2 + b(exp(−cx2) − 1), where b = 16,
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Figure 2. The time evolutions of the relative population η in units of (4|as |ωr/(lxωx))−1 for the
different values of the s-wave scattering length a. The initial conditions and physical parameters
are set as N(0) = 24, η(0) = 10, φ(0) = 0, U = 0.7A,K = 3.9, γ = 1.6 × 10−4, U ′ =
0.05 × 10−4A4, and (a) A = 2.61; (b) A = 0.7; (c) A = 0.52; (d) A = 0.511; (e) A = 0.506;
(f ) A = 0.49; (g) A = 0.46; (h) A = 0.35.

c = 18 and x is normalized by lx . From dVext/dx|x=xi
= 0 we get the distance D = 2|xi |

of the double well, which is of micrometre order. This is in good agreement with recent
experimental data [11]. Thus, we can calculate the constants Ei,Ui,K and U ′

i from
equations (7)–(10) and obtain the corresponding U and U ′. Selecting the initial constants
and physical parameters in the experimentally allowable regions as N(0) = 24, η(0) = 10,

φ(0) = 0, U = 0.7A,K = 3.9, γ = 1.6×10−4, U ′ = 0.05×10−4A4 and gradually reducing
A value, we plot the time evolutions of the relative population as shown in figure 2. In the
numerical computation, we choose the maximum number of time steps as 2×106, and the step
size is related to this number and the maximal evolution time. Here, the initial atomic number
is about 312 particles. Note that the three-body parameter U ′ and 2-body one U are changed
simultaneously with the change of A value. In figure 2(a) with A = 2.61, the initial atomic
number is bigger than the stationary solution N0 = 2

√
γ /U ′ and the relative population η

decays to zero after the dimensionless time τ = 9000. The total number of particles and relative
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Figure 3. The limit cycles on the phase space φ versus η from equations (16)–(18) for (a)
U = 0.7A,K = 3.9, γ = 1.6 × 10−4, U ′ = 0.05 × 10−4A4, A = 0.7, N(0) = 24, η(0) = 10
and φ(0) = 0; in (b) we show the orbit from τ = 8000 to τ = 15 000, which tends to the limit
cycle embedded in (a).

phase will reach the stationary state N0 = 2
√

γ /U ′ and φ0 = kπ for k = 0,±1,±2, . . . as
η tends to zero. The nonzero average relative population implies the system being in the
macroscopic quantum self-trapping state [25, 26]. And it can be observed before τ = 3 or
t = 3

(
ω−1

x

) ≈ 29.3 ms (see the inset). Moreover, we also find that the system will enter
this stable stationary state for the above parameter set with A > 2.6. These are not exhibited
in the figure. However, when A < 2.6, the system has many new properties as follows. In
figure 2(b), with A = 0.7, we show that after some amplitude-decayed oscillations the relative
population tends to a periodic oscillation (see the inset); however, unlike the previous case, the
initial self-trapping will be kept for a longer time. A similar phenomenon can be observed for
any A ∈ (0.515, 2.6). In this A region, the smaller the value of A, the longer the time of the
trapping state, and the amplitude of the relative population oscillation is larger. This can be
seen in figures 2(b) and (c). When A continues decreasing to 0.511 in figure 2(d), the system
is in a new quantum self-trapping state based on the periodic tunnelling. In the inset, we can
see the amplitude of the relative population is very small. For A ∈ [0.5058, 0.515], the system
is self-trapping. And around A = 0.511, the amplitude is smaller than the others, as shown in
figures 2(d) and (e). In this case, we can think that the self-trapping time is increasing to a large
value. When A continues decreasing to 0.49 in figure 2(f ), the time at which the trapping state
exists is decreased. By further decreasing A to 0.487, a similar phenomenon, apart from the
increase in the amplitude of η, can be kept in the process of further decreasing A. Moreover,
in the above processes the time evolutions of φ also oscillate about φ0 = 0. Starting from
A = 0.486, we find that although there is not the self-trapping state initially, it appears again
after some time evolutions. In figure 2(g), the self-trapping state appears at about τ = 450 and
holds until τ = 4714. By decreasing A, the time holding the amplitude-increased oscillations
is increased as shown in figure 2(h). The larger amplitude is associated with the stronger tunnel
effect in a period of motion. In this case, the total number of atoms will reach about 830.
With a further decrease in the value of A, the amplitude of η, the time holding the beginning
oscillation state and the self-trapping state will all be increased. Hence, we can adjust the
three-body loss strength using the Feshbach resonances to control the motions to one of
the periodic and stationary states. Note that some plots in figure 2 are dense and smooth, but
are not to be confused, due to the long evolution time. In order to see them clearly, we present
an inset in every figure.

It is worth noting that in most of the above-mentioned cases there exist the metastable
macroscopic quantum self-trapping states for certain times, and the system enters either the
stable periodical motion or the stationary state finally for any case, through macroscopic
quantum tunnelling. These can also be illustrated by the orbits on the phase space as
follows.
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Now we present the orbits on the phase space of the phase difference φ versus the relative
population η, where a limit cycle is shown. We take the same initial conditions and fixed
parameters as those in figure 2(b). In this case, η is a periodic function of τ as time evolves.
In figure 3(a), the initial point (N(0) = 24, η(0) = 10, φ(0) = 0) is taken inside of the
limit cycle for A = 0.7. The phase orbits are plotted for the dimensionless time from 0 to
15 000. For the cases in figure 3(a) the system moves inside of the limit cycle and arrives
at the cycle finally. At the beginning, it can overrun the limit cycle. If the outside point
(N(0) = 24, η(0) = 22, φ(0) = 0) of the cycle for the same A value is taken initially, the plot
is similar to figure 3(a). After some non-periodical oscillations, all of the orbits of above tend
to the limit cycle in figure 3(b) at τ ≈ 8000 and hold on the cycle after this time. Therefore,
the cycle in figure 3(b) is a limit cycle that indeed shows the stability and periodicity of the
motions for the given conditions. More computations show that the relative phase will tend
to instability such that the limit cycle may be destroyed with the decrease of the parameter A.
In figure 3, we do not select a continuous curve to replace the real scattered points, since the
auto-jointers between these scattered points will lead to the curve being a very dense one.

In the numerical computations, we have considered the requirement of the two-mode
approximation to the weak tunnel-couple with the small atomic sample. We initially take the
total number of particles to be about N = (4|as |ωr/(lxωx))

−1N(0) ≈ 12.98 × 24 ≈ 312,
where the parameter N(0) = 24 has been chosen. Because of the effect of the feeding from
the thermal cloud on the condensates, the total number of atoms will reach about N = 830, as
shown in figure 2. If we increase this number to N = 104 and fix the other parameters as those
shown in figure 2(g), the tunnel-couple is no longer weak such that the relative population
decays to zero in the two-mode approximation.

5. Conclusions and discussions

We have analysed the effects of three-body recombination losses on a condensates tunnel
coupled by a double-well potential. Our approach is based on a simplified two-mode
approximation. In this way, we investigated the modified GP equation and obtained three
ordinary differential equations (16)–(18) in the case of the symmetric trapped potential. The
stationary and non-stationary features of the system have been discussed analytically and
numerically from these equations.

We first identified the stability regions of the stationary solutions and found that
the stability region can be enlarged with the increase in the tunnelling coefficient K or
the three-body loss strength U ′. We then used the software package ‘Mathematica’ to
numerically calculate the time evolutions of the relative population η. The numerical work
has demonstrated many interesting characteristics of the system, which correspond to different
values of the three-body loss parameter U ′ by changing the s-wave scattering length. The
results showed that when the value of A is relatively lager as in figure 2(a), the system decays
to the stable stationary state without macroscopic quantum self-trapping. Decreasing the
value of A to that of figures 2(b)–(h) leads to the case where the relative population η becomes
periodic with nonzero average values that implies macroscopic quantum self-trapping. The
results reveal that we can control the transitions between the stationary states and periodic
states with quantum self-trapping, by adjusting the s-wave scattering length of the system.

The two-mode theory, which is a simple model, has already provided some interesting
properties of the system in the symmetric double-well potential. We hope that the homoclinic
solution of equations (12)–(15) can be carried out and the Melnikov chaos can be found by
using the perturbation method [34] and time-dependent asymmetric potential Vext [18–22].
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Furthermore, we can analyse the stationary chaotic behaviour and identify the corresponding
chaotic region in the parameter space [35].
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